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Выступающий
Заметки для презентации
Не так давно была официально анонсирована новая, 10-я версия операционной системы Palo Alto Networks и мы решили не откладывать в долгий ящик и сделать сегодня обзор новинок, которые посчитали наиболее интересными.
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Выступающий
Заметки для презентации
Cloud native adoption is on the rise. If our customers haven’t already started thinking about the impact of containers on their network security posture, now’s a good time to start. Gartner predicts that in the next three years, the vast majority of organizations will be running multiple containerized applications in production. 
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Выступающий
Заметки для презентации
This is where the challenge for network security teams comes into focus. 

To protect cloud native applications, most DevOps, SecOps, and App teams bring in specialty cloud native security products. This is a good security first step, but as the number of cloud native applications grow and they begin to connect and integrate with apps and services outside of the containerized environment, network security teams have to begin thinking about protecting container traffic as part of their overall network security posture. 

You can’t protect what you can’t see. The first thing NetSec teams need is the same level of visibility and control over their cloud native environments that they have over their physical and virtual environments. While cloud native security tools, including our own Prisma Cloud product, do a number of awesome things to protect cloud native applications, the one thing they do not provide is layer 7 network security and threat prevention.

As we know, our network security customers are already overwhelmed with too many tools. The last thing they need is additional point solutions to solve this problem. Furthermore, attempting to manage network security across multiple tools and management consoles often leads to gaps in policies and increased risk overall. 

Whatever controls Network Security does end up deploying need to be highly automated and scalable as part of a DevOps workflow, or the DevOps and Application teams won’t allow them to be used them in the first place. A security tool cannot slow down the speed of development.
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Выступающий
Заметки для презентации
CNI calico, tigera
https://github.com/PaloAltoNetworks/Kubernetes
OpenShift has multus CNI acting as a "meta-plugin", that calls other CNI plugins. To make PAN-CNI plugin work with multus, these 2 extra steps are needed for the application pods


This slide has animations critical for comprehension.

At this point you may be asking yourself, “but what about virtual firewalls? Can’t they by deployed at the edge of the container environment for visibility and control?”

You’d be right, virtual firewalls, or even hardware firewalls could technically be deployed at the edge of container environments. But the fact that they’re deployed outside the environment means that their visibility and control is limited in some crucial ways.

The biggest gap is that a firewall outside a cluster cannot determine the specific source of traffic in the container environment. To understand this, we need to understand a little bit about how Kubernetes and containers work.

In the container cluster on this slide, you can see that there are two applications deployed, Ordering and Payments. The little hexagons represent “pods”. You can think of Pods as components of an application. The red pods are all components of the Payments app, the green pods are part of the ordering app. 

A Node is a worker machine, a VM or a physical machine which contains services to run the pods. 

Now, due to the way Kubernetes works, it is entirely possible for pods from different applications to leverage the same node to run. 

And now we get to the visibility problem for a firewall located outside of the cluster. Each pod’s IP address is natted to the Node IP Address. A firewall outside of the cluster can only see the node IP address, not the individual pod’s IP address. 

[ClICK TO ANIMATE SLIDE] 

This means that it’s impossible for the firewall to resolve whether the traffic originated from the Payments app or the Ordering app. The more applications deployed in the cluster, the more complicated this gets.

I’ll give you a real life example of one of our customers that experienced this challenge. A large digital entertainment company started their foray into cloud native applications by building a single app in their cluster. Over time, they built additional applications in that same cluster, creating a shared cluster. Finally, they needed to allow one of the apps in the cluster to access a shared database on a physical server that contained PCI data. Of course, they didn’t want to give any of the other apps in the cluster access to the PCI database, but they had no way to write an application-level policy given the visibility and enforcement limitations we just outlined. Instead, they could only enforce policies at the cluster level.

This meant that customer’s network security team had two options. They could either create a whole new cluster, move the entire app to the new cluster and provision access to the database from the isolated new cluster. OR they could overprovision access between the existing cluster and the database, introducing much more risk and violating the principles of zero trust.

It should be mentioned that this visibility challenge isn’t the only limitation of other firewall form factors. A firewall located outside the cluster also lacks critical context about the container environment itself. For instance, the firewall has no concept of namespaces, which are a logical construct that help delineate between applications in Kubernetes environments. The namespaces are represented in this diagram by the red and green labels. In an ideal world, a network security engineer could write a policy that specifically allows traffic from the Payments application namespace to the database and back. The namespace is the key boundary where most organizations want to enforce layer 7 network security and advanced threat protection, so it’s critical for a firewall to be able to pull this context from the environment. 
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Выступающий
Заметки для презентации
https://unit42.paloaltonetworks.com/graboid-first-ever-cryptojacking-worm-found-in-images-on-docker-hub/
October 16, 2019, Graboid: First-Ever Cryptojacking Worm Found in Images on Docker Hub

https://unit42.paloaltonetworks.com/rootless-containers-the-next-trend-in-container-security/�May 26, 2020, Rootless Containers: The Next Trend in Container Security

https://xakep.ru/2020/06/26/docker-hub-miner/
Docker Hub, официальном репозитории контейнеров Docker, были найдены шесть вредоносных образов, содержавших скрытые  майнеры криптовалюты Monero.


Cloud native adoption is on the rise. If our customers haven’t already started thinking about the impact of containers on their network security posture, now’s a good time to start. Gartner predicts that in the next three years, the vast majority of organizations will be running multiple containerized applications in production. 

And that’s why we’ve created the CN-Series container firewall. 

CN-Series firewalls deliver all of the capabilities of our PA-Series and VM-Series firewalls, in a container form factor. You can deploy our cloud-delivered security services on top of the CN-Series firewalls, as well, just like our other firewall form factors. This gives you the ability to deploy layer 7 network security and threat protection in your Kubernetes clusters for advanced protection and compliance.

CN-Series has been deeply integrated with Kubernetes for complete visibility and context, and to ensure that the firewall is automatable and scalable to accommodate DevOps workflows.
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Выступающий
Заметки для презентации
There are three main use cases that customers use CN-Series container firewalls to solve. All three involve the insertion of threat protection and other advanced security services at the trust boundaries of cloud native applications. 

East-West Layer 7 Traffic Protection
First up is the east-west traffic use case. Customers can use CN-Series to insert layer 7 traffic protection and advanced threat protection into their Kubernetes environments in order to secure the allowed connections between two containerized applications of different trust levels. Or to secure the allowed connections between containers and other workload types. This is the Hulu use case that we talked about earlier.

Microsegmentation products, like Aporeto/Prisma Cloud, provide granular protection at Layer 3 and 4 to block traffic between workloads that shouldn’t be able to communicate. The key difference is that CN-Series is able to inspect and control allowed traffic at layer 7, as well as enable our Threat Prevention subscription service to detect and stop threats that may be attempting to move laterally across the environment. 

The two types of solutions can absolutely be used together. 

Outbound Traffic Protection
The second big use case is securing outbound traffic from container environments to the internet or to developer resources hosted in sites like Github. Our URL-фильтрация service provides guardrails for developers and other users to ensure that they aren’t connecting to potentially malicious sites. Our firewall’s ability to inspect traffic content, coupled with our DNS Security service guard against data exfiltration to make sure our customers’ critical information stays in the environment where it belongs.

While some customers may prefer to do this using their perimeter firewalls in their on-prem data centers, customer running Kubernetes environments in the public cloud will require CN-Series to solve this use case. 

Inbound Threat Prevention
Last but not least is the traditional inbound perimeter use case. Network security teams can prevent threats riding on inbound traffic to the container environment with our Threat Prevention and Wildfire malware analysis services. Again, depending on the customer’s environment and overall architecture they may elect to do this with their perimeter firewalls on-prem, but a CN-Series or VM-Series would be required to do this in public cloud environments.

All three of these use cases can be addressed regardless of whether the apps are hosted in an on-prem data center or a public cloud.
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DyHKUMU, KOTOpble He noaaepxkuBatotca CN-series

The following capabilities supported on PAN-OS are not available for the CN-Series:
+ Authentication
« Logs to Cortex Data Lake
« Enterprise DLP
« Interfaces other than virtual wires are not supported.
« |oT Security
« IPv6
« NAT
« Policy Based Forwarding
« QoS
« SD-WAN
* Tunnel Content Inspection, supported on CN-Series running 10.0.3 or later
+ User-ID
«  WildFire Inline ML
* No Support for GlobalProtect and Software updates from the Device Deployment tab on Panorama.

Only Plugin and Dynamic Updates for content release versions are supported.

© 2020 Palo Alto Networks, Inc. All rights reserved. % paloalto)



Product Details

Software

Versions

PAN-OS 10.0
K8s Panorama Plugin 1.0.0
Container Runtime Docker, CR-10

Provider Managed Kubernetes

Azure AKS, AWS EKS, GCP GKE, Openshift 4.2

Native K8s

113,114, 1.15

Kubernetes Host VM OS

Ubuntu 16.04, 18.04, RHEL/Centos 7.3 +, CoreOS
21XX, 22XX

CNI Plugins

Calico, Weave, Flannel, Azure, AWS

© 220P M4 R etlvoiksitimorkd| hgihsdIndsgrisscbserved.
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500 mbps

Threat

250 mbps
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Выступающий
Заметки для презентации
Optional deep dive slide on Use Case 1

First up is the east-west traffic use case. Customers can use CN-Series to insert layer 7 traffic protection and advanced threat protection into their Kubernetes environments in order to secure the allowed connections between two containerized applications of different trust levels. Or to secure the allowed connections between containers and other workload types. This is the customer use case that we talked about earlier.

Microsegmentation products, like Aporeto, provide granular protection at Layer 3 and 4 to block traffic between workloads that shouldn’t be able to communicate. The key difference is that CN-Series is able to inspect and control allowed traffic at layer 7, as well as enable our Threat Prevention subscription service to detect and stop threats that may be attempting to move laterally across the environment. 

The two types of solutions can absolutely be used together. We’ll talk more about how to position them together later.
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Выступающий
Заметки для презентации
Optional deep dive slide on Use Case 3

Last but not least is the traditional inbound perimeter use case. Network security teams can prevent threats riding on inbound traffic to the container environment with our Threat Prevention and Wildfire malware analysis services. Again, depending on the customer’s environment and overall architecture they may elect to do this with their perimeter firewalls on-prem, but a CN-Series or VM-Series would be required to do this in public cloud environments.
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Выступающий
Заметки для презентации
Optional deep dive slide on Use Case 2

The second big use case is securing outbound traffic from container environments to the internet or to developer resources hosted in sites like Github. Our URL-фильтрация service provides guardrails for developers and other users to ensure that they aren’t connecting to potentially malicious sites. Our firewall’s ability to inspect traffic content, coupled with our DNS Security service guard against data exfiltration to make sure our customers’ critical information stays in the environment where it belongs.

While some customers may prefer to do this using their perimeter firewalls in their on-prem data centers, customer running Kubernetes environments in the public cloud will require CN-Series to solve this use case. 
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DEMO
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